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Abstract  
One of the approaches that can be done is to perform feature selection. Feature selection is done by identifying the most 
informative features and not using features that do not directly contribute to the target feature. The purpose of feature 
selection is to increase the accuracy of the model. The research was conducted by comparing the performance of the model 
by comparing the accuracy results of the model without any feature selection with the model that has done feature selection. 
The process is done by comparing the accuracy results with decision tree, random forest and SVM algorithms. In the research 
method of feature selection on science data, the steps include understanding the domain and dataset, exploratory analysis, 
data cleaning, measuring feature relevance with criteria such as Information Gain, and feature ranking. The results are 
evaluated and validated using model performance metrics before and after feature selection. This process ensures selection 
of relevant features, improving accuracy. The research process used the Lung Cancer Prediction datasheet which consists of 
306 rows and 16 attributes. The results show that feature selection can improve the performance of the classification model 
by reducing features that do not contribute to the target. Comparison results using decision tree, Regression Logistic and 
random forest classification model algorithms and feature selection resulted in a high accuracy value of 0.968 in the Regression 
Logistic algorithm with a feature selection of 5. 
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1.0 INTRODUCTION 
 
Feature selection in the process of modelling science data can affect the accuracy of the results. The feature 
selection process supports in improving model accuracy or performance by focusing attention on the most 
relevant and informative features. By selecting the most influential features, the model can provide more accurate 
and effective predictions. In addition, feature selection brings computational efficiency by reducing the number 
of features in the dataset, optimizing model training time, and improving data analysis efficiency, especially on 
large datasets. 

Improving accuracy can be done by feature selection and can provide solutions to data analysis by 
reducing the number of features without losing important information in a datasheet. Feature selection also allows 
the evaluation of the attributes or variables that are most important in making decisions, providing valuable 
insights into the factors that most influence the analysis results. Feature selection results in a subset of features 
that are considered the most relevant and informative for use in model development. The feature selection 
process involves various algorithms and methods, each designed to identify the most relevant and informative 
features of a dataset [1], [2], [3]. 
 
 
 

mailto:muhash@akprind.ac.id
https://doi.org/10.35145/jabt.v5i3.155


147  Journal of Applied Business and Technology (JABT) 2024: 5(3), 146-153 

2.0 LITERATURE REVIEW  
 
Feature selection is an important stage in data processing and machine learning model development. In many 
cases, a dataset may contain many features, and not all of them may contribute significantly to the understanding 
or prediction of the target variable. Therefore, feature selection techniques are crucial to retain the most 
informative features, optimize model performance, and reduce complexity [4], [5], [6], [7]. 

Research themed on the use of feature selection has been conducted with datasheets according to the 
research objectives and by using various methods and models. Feature selection with information gain is done [8], 
[9], [10] using Relief-F feature selection [11], using the classification method with the C4.5 algorithm based on 
forward selection [12], using feature selection correlation-based [13], using the Decision tree algorithm done [14], 
using the K-Nearest Neighbor model [15]. 

In the research conducted [16], the modelling process compares raw data without pre-processing, and 
data that has been pre-processed using feature selection based on correlation and data that has been pre-
processed using information gain. The datasheet used is data regarding student learning activities in the E-learning 
management system. The data testing process is carried out using 10 folds cross validation using the C4.5 method, 
and data evaluation is carried out using confusion matrix. The test results show that the use of the C4.5 algorithm 
combined with feature selection based on correlation produces the highest accuracy, which is 76.92%. Meanwhile, 
the test results on raw data without feature selection and data selected using Information Gain have the same 
accuracy, which is 76.19%. 

Research [17], uses data mining feature selection techniques to evaluate the impact of courses on 
student study duration. The feature selection techniques used include Correlation Based, Information Gain Based, 
and Learner Based. The accuracy of each feature selection method was measured using the Naïve Bayes 
classification algorithm. Experimental results show that the application of feature selection techniques can 
improve the classification accuracy of the Naïve Bayes algorithm. Experiments on a dataset of student grades show 
that the Learner Based technique with the Wrapper model produces the highest accuracy, while the Information 
Gain technique provides the lowest accuracy. 

[18], This research aims to identify indicators or attributes that have influence by using the correlation-
based feature selection method. Furthermore, this study evaluates the performance of the Random Forest 
Classifier algorithm to forecast the academic performance students in online learning based on the Learning 
Management System (LMS) Open Learning. The data for this study was obtained from the academic administration 
and LMS Open Learning with a total of 2,663 data.Research [18], aims to optimize the use of the Naïve Bayes 
algorithm by applying the Univariate Selection method to the UNSW-NB 15 data set. Only 40 features with the 
best relevance were selected for analysis. Furthermore, the data set was divided into two parts, namely test data 
and training data, with variations in the ratio of 10%:90%, 20%:80%, 30%:70%, 40%:60%, and 50%:50%. From the 
experimental results, it can be concluded that feature selection has a significant impact on the accuracy value 
obtained. The highest accuracy is achieved when the data set is divided into 40%:60%, either with or without 
feature selection. However, Naïve Bayes with unselected features achieved the highest accuracy value of 91.43%, 
while with feature selection, the accuracy value increased to 91.62%. Therefore, it can be revealed that the use of 
feature selection method can increase the accuracy value of Naïve Bayes by 0.19%. 

One of the efforts to improve accuracy is by using feature selection and one of the methods used in 
feature selection is Information Gain. Information Gain is done by measuring how much uncertainty or entropy of 
the target variable can be removed by knowing the value of a feature. Information Gain is calculated by comparing 
the entropy of the target variable before and after feature selection. The entropy calculation process is done to 
measure the level of uncertainty in the dataset. Information Gain is calculated as the difference between the initial 
entropy and the entropy after feature selection, with the aim of maximizing uncertainty reduction [19], [20]. 
 Based on the introduction, the research process includes comparing various feature selection methods 
and selecting classification algorithms to obtain high accuracy values. The feature selection method used is 
information gain with lung cancer datasheet which is a public datasheet. The classification algorithms used are 
decision tree, random forest and KNN. 

 
3.0 METHODOLOGY 
 
Data Analysis Technique 
In conducting this research, data analysis was carried out using the Knowledge Discovery in Databases (KDD) 
method. KDD is a set of activities that includes collecting and using historical data to identify regularities, patterns, 
or interactions in large datasets [21]. The results of the data mining process are used to support decision making. 
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Figure 1 illustrates the KDD process. This process includes several steps, such as data collection, data cleaning, 
data integration, data selection, data transformation, data mining, data mining evaluation, knowledge 
presentation, and knowledge utilization. Each of these steps is important in generating valuable information from 
big data to support decision-making and understand patterns or regularities in the data. 

 
Figure 1. Stages in Knowledge Discovery method 

 
Datasheet 
The datasheet processed is a datasheet obtained from https://archive.ics.uci.edu. The datasheet used is a 
datasheet that contains data related to lung cancer and is stored in a CSV file (lung cancer.csv). The lung cancer 
datasheet can be downloaded at (https://archive.ics.uci.edu/dataset/62/lung+cancer). The datasheet consists of 
309 data and consists of 16 columns. 
 
Information Gain Algorithm  
The Information Gain algorithm is used in the context of developing a decision tree for feature selection. The steps 
of the Information Gain algorithm: 
1. Calculate Source Entropy (Entropy(S)): 

Measures the uncertainty or vagueness in the datasheet [22].  
The formula is: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  − ∑ 𝑝𝑖  .

𝑛

𝑖=1

log2(𝑝𝑖) … … … … … … . (1) 

 where n is the number of classes, and pi is the proportion of samples belonging to class i. 
2. Calculate Entropy After Feature Selection (Entropy_S_F): 

Calculate the entropy after feature selection based on a particular feature value. This is done by calculating 
the entropy for each unique value of the feature and then taking the average of the values. The average value 
is each value weighted according to its proportion of frequency in a data set based on the frequency of each 
feature value [22]. 
The formula is:  

𝐸𝑛𝑡𝑟𝑜𝑝𝑖 𝑆𝐹 =  ∑(
𝑛𝑗 

𝑛

𝑚

𝑗=1

. 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑗) … … … … … … . (2)  

where m is the number of unique values of the feature, Nj is the number of samples having feature value j, N 
is the total number of samples, and Entropy (Sj) is the entropy of the subclass having feature value j. 

3. Calculate the Information Gain: 
Information Gain is the difference between the entropy before and after feature selection [22]. The formula 
is:  

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 = 𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑆) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑆𝐹  … … … … … . (3) 
4. Select the Feature with the Highest Information Gain: 

Repeat steps 2 and 3 for each available feature and select the feature that has the highest Information Gain. 
This feature will be the best feature to split the dataset in the next steps of decision tree construction. 

 
Model Evaluation 
Model evaluation is a critical step in understanding the extent to which the model that has been built is able to 
make good predictions. A common evaluation method involves comparing the model's predictions with the actual 
values in the test dataset. 

https://archive.ics.uci.edu/dataset/62/lung+cancer
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In classification model evaluation, accuracy is one of the commonly used metrics to measure the extent 
to which the model can correctly predict the class or label. Accuracy is calculated as the ratio between the number 
of correct predictions (True Positive and True Negative) and the total number of observations [19]. The accuracy 
formula can be formulated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑒𝑟𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
 ……… (4) 

Precision is one of the evaluation metrics in classification models that measures how many of the positive 
instances predicted by the model are actually positive [19].. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 ……… (5) 

Recall, also known as Sensitivity or True Positive Rate, is an evaluation metric in classification models that 
measures how many of the overall positive instances are successfully predicted by the model [19].. Recall can be 
calculated with the following formula: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 ……… (6) 

F1-Score is an evaluation metric in classification models that includes a balance between precision and 
recall. It provides a single value that combines both metrics and is useful when there is a need to comprehensively 
assess model performance [19].. F1-Score is calculated by the following formula: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑐 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 ………. (7) 

Confusion matrix is a classification model performance evaluation tool that presents a summary of the 
model's predicted results against the actual known test data. This matrix consists of four main elements: True 
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). Confusion matrix) is a classification 
model performance evaluation tool that presents a summary of the model's prediction results against actual 
known test data [19].. This matrix consists of four main elements:  
1. True Positive (TP): 

Represents the number of positive observations correctly predicted by the model. 
2. True Negative (TN): 

Represents the number of negative observations correctly predicted by the model. 
3. False Positive (FP): 

Represents the number of negative observations that were incorrectly predicted as positive by the model 
(False Alarm or Type I Error). 

4. False Negative (FN): 
Represents the number of positive observations that were incorrectly predicted as negative by the model (Miss 
or Type II Error). 

Using these symbols, the Confusion matrix is presented in Figure 2: 

 
Figure 2. Confusion matrix 

 

4.0 RESULTS AND DISCUSSION 
 
Data Cleaning and Integration 
The data cleaning process is done by checking the datasheet used. This process is done by checking empty data, 
double data, outlier data and consistency of data content [23], [24]. 
- Blank data checking 
- Checking empty data is done by looking at the missing value column on the datasheet. 
- Removing duplicate data 
- Duplicate data can cause errors in understanding the distribution and characteristics of the data. Statistical 

analyses performed on unclean datasets may result in inaccurate estimates. 
- Checking for outlier data 
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- Removal of outliers from a dataset is an important consideration in statistical analysis and data modelling. 
Outliers, or extreme points that differ significantly from the majority of the data, can affect various aspects of 
statistical analysis 

- Data consistency checking  
- Data consistency checking is the process of verification and evaluation to ensure that the data in a dataset or 

database meets predefined standards and rules. The process of checking categorical data is shown in Figure 3. 

 
Figure 3. Data consistency checking process 

 
The result of checking, each feature already has a consistent value. The GENDER feature only contains M 

and F data and other features are in accordance with consistent data content. The checking results are in Figure 4 

 
Figure 4. Data consistency checking results 

 
Data Selection and Transformation 
The data selection and transformation process is an important stage in the data analysis cycle that aims to improve 
the quality and relevance of the information contained in the dataset. 

The ultimate goal of data selection and transformation is to form datasets that are better prepared for 
analysis or modelling, improve the interpretation of results, and support more effective decision-making. By 
optimizing data representation, reducing noise, and improving computation efficiency, this process becomes a 
critical step in bringing added value to the information contained in the dataset. Feature selection is an effective 
way to reduce dimensionality by removing redundant and irrelevant data [25], [26]. 
 
Data Mining 
In the context of feature selection, Information Gain is used to assess how well a feature can separate a dataset 
into different classes. The main principle is that features that provide more information about the target variable 
have higher Information Gain. Features that provide the highest Information Gain or the most in the separation of 
the dataset. Features that have high Information Gain are considered more informative and have a significant 
impact on the target variable. Figure 6, feature selection results on the datasheet. 
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Figure 5. Feature selection results 

 
Based on Figure 5, 5 features that have a high gain ratio were determined. The selected features are 

allergy, alcohol consuming, wheezing, coughing, swallowing difficulty. 
  
Model Evaluation  
Model evaluation is used to measure the accuracy obtained from the model created. Model evaluation is done by 
comparing the results of model building with decision tree, Regression Logistic and Random Forest algorithms. 
Modelling is done by comparing the use of all existing features and the results of feature selection. After feature 
selection, the results tend to be more efficient and there is an increase in accuracy value. A smaller number of 
features can increase the speed of model training, reduce complexity, and make interpretation easier. Although 
the results may vary depending on the feature selection method used, in general, a good feature selection can 
improve the accuracy of the model by maintaining or even improving the prediction performance against the 
target variable [16], [15], [27]. The accuracy results of the 6 experiments are presented in table 1. 
 

Table 1. Comparison of Accuracy Results 

Evaluation 
Before feature selection After feature selection 

DT LR RF DT LR RF 

Accuracy 0.947 0.948 0.947 0.958 0.968 0.958 
Recall 0.947 0.958 0.947 0.958 0.968 0.958 
Precision 0.949 0.959 0.949 0.958 0.968 0.958 
F1 Score  0.947 0.9658 0.947 0.958 0.96 8 0.958 
Confusion Matrix [[45 1] 

 [ 4 46]] 
[[45 1] 

 [ 3 47]] 
[[45 1] 

[ 4 46]] 
[[50 2] 

 [ 2 42]] 
[[51 1] 

 [ 2 42]] 
[[50 2] 
 [ 2 42] 

 
The results of 6 model building experiments show that the classification model using the Regression 

Logistic algorithm with feature selection has a better accuracy rate. The results of the 6 trials of the accuracy value 
are not too far apart [28-32].  
 

5.0 CONCLUSION 
 
The feature selection process is an important step in the data analysis process that aims to improve model 
performance by selecting the most relevant subset of features. The feature selection process used is information 
gain. The advantages of using Information Gain include its ability to identify the most informative features, 
separate the dataset into more homogeneous groups, and increase the efficiency of the model by reducing the 
dimension of the dataset. Feature selection with Information Gain also helps overcome overfitting, maintain 
model interpretability, and improve understanding of influential factors [33-37]. 
 The results showed that the accuracy value after feature selection resulted in higher accuracy. The 
number of features selected was 5, namely allergy, alcohol consuming, wheezing, coughing, swallowing difficulty. 
Accuracy with Regression Logistic algorithm produces a value before feature selection of 0.948 and after feature 
selection produces an accuracy value of 0.968. 
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